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PCIe* Roadmap and Trends
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Future PCIe*:

Data Rate and 
dates TBD

Gen3: 8GT/s Signaling

Gen2 @ 5GT/s

Gen1 @ 2.5GT/s

Exascale Projected 
Needs ?

Est. Pwr Eff.

10-20 pJ/bit

Based on x16 PCIe channel

Continuous Improvement: Data Rate as well as Usage Models.
Doubling Bandwidth & Improving Capabilities Every 3-4 Years

Protocol Enhancements:

• Atomic Ops, Caching Hints

• Lower Latencies, Improved PM

• Enhanced Software Model, IOV

• Multi-Protocol Support (PMUX)
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PCIe* 3.0 Requirements and Data Rate

• Compatibility with PCIe* 1.x, 2.x

• About 2x performance bandwidth over PCIe* 2.0 

• Similar cost structure (i.e. no significant cost adders)

• Preserve existing data clocked & common clock architecture support

• Maximum reuse of High Volume Manufacturing (HVM) ingredients
– FR4, reference clocks, etc.

• Strive for similar channel reach in high-volume topologies
– Mobile: 8”, 1 connector 

– Desktop: 14”, 1 connector

– Server: 20”, 2 connectors

• Evaluated both 8 GT/s and 10 GT/s  - 8GT/s met all these requirements
– 8 GT/s provides only 60% improvement in B/W 

– A further 25% efficiency improvement towards doubling the b/w comes from replacing 
the 8b/10b encoding with a new 128b/130b encoding scheme 
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Backwards Compatibility, HVM capability, Power efficiency, 
and wide range of topology support were important



Requirements beyond PCIe*3.0? 

Considerations:

• Data Rate (Bandwidth): 2X,3X (i.e. 16, 24 GT/s)

• Cost: Modest Cost Increase

• Compatibility: Desirable to be Compliant with PCIe 1/2/3

• Power: ISO Power with PCIe* 3.0

• Channel: 1 Connector 12”; repeaters/cables for longer channels

• Reduce Transaction overhead

Channel Assumptions:

• Mid-loss board material with improved connectors

• Pad-Pad Insertion Loss limited to ~25dB 

• Other Possible changes: Back-drill vias/ micro-vias, Circuits: Reduced pad 
cap, more DFE, reduced voltage swing for low power (backwards 
compatibility implications)

Lead Applications: HPC, Networking and Storage5



Options beyond PCIe*3.0
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32GB/s 

(x16)

48-64GB/s 

(x16)

~100GB/s 
(x16)

16

25

40-50

• Option 1: Extending current usage models of PCIe
• Option 2: (1) Direct/short Cu interconnect to other IO/CPU and (2) Discrete optical XCVR  

for longer channel lengths
• Also looking at non-traditional interconnects 
• These are from Intel Path-finding efforts

PCIe 3.0

Option 1
16 GT/s

Option 2
25 GT/s

Further Expansion
40-50GT/s

Cu-Only

Mid-Loss

Channel Length

(1C 12-14”?)

Native/Integrated

Optical

Long channel

Hybrid: Cu , Low-loss

Short Channel Length 

or discrete OPT XCVR for

long channel (>>1m)

Cu-Only

Channel Length

(2C 20”)

PCIe 2.0
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Your Feedback Please…

Further Comments to Debendra.Das.Sharma@intel.com
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: Form-factor disruption?

Data Rates

Channels: disruption in form-factor? Riser/ Backplane?

Power Targets

Power Management

Backwards Compatibility

Protocol Enhancements


