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* App Developers 8" File Server how “Windows 8" File
» Features Server features light up
« SMB2 Transparent new platform capabilities
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 SMB2 Scale Out
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Remote File Storage for Server Applications



Remote File Storage for Server Applications

What is it and why?

« Whatis it?

Server applications storing their data files on
SMB?2 file shares (UNC paths)

Examples:

Hyper-V: Virtual Hard Disks (VHD),configuration files,
snapshots etc.

HPC: application state, configuration, archive, etc.

« What is the value?

EFasier provisioning — shares instead of LUNs
Fasier management — shares instead of LUNS
Flexibility — dynamic server relocation

Leverage network investments — no need for
specialized storage networking infrastructure
or knowledge

Lower cost — Acquisition and Operation cost
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App Web DB
Server M Server M Server HPC
Hyper-V Server Application
File File
Server Server
Shared
Storage

Other



Historical - Windows Server 2008 R2
Failovers are not transparent

. Works great for traditional file ) o e

server yse Scenarios 2 Failover share and connections and handles lost
o Server applications expect storage “3  Administrator intervention needed to recover

to be continuously available
 With current solution connection e

and file handles are lost on share " 3

failover ->

\\fsI\share \\fs1\share
« Application disruption SN 2 r
« Administrator intervention required
Lo recover File Server Node A File Server Node B

File Server Cluster
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“Windows Server 8"
SMB2.2 Transparent Failover

Failover transparent to server application
« Zero downtime — small IO delay during failover

N operation

Failover share - connections and handles lost,
temporary stall of IO

 Supports planned and unplanned failovers @) Connections and handles auto-recovered
. HW/SW Maintenance Application IO continues with no errors
+  HW/SW Failures W
+ Load Rebalancing N
- Resilient for both file and directory operations ™ -
. Requires: « ~
\\fs1\share \\fs1\share

- Windows Failover Clusters \2

 Both server running application and file server

cluster must be “Windows Server 8"
File Server Cluster
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Historical: Windows Server 2008 R2

Active-Passive Single File Server

Active-Passive Multiple File Servers

1 logical file server
1 virtual IP address
Active/Passive

\\FSA\Sharel

FSA=10113 \\FSA\Share2
Single name
Simple

Easy to manage

S

\\FSA\Share2

\\FSA\Sharel

Name=FSA
IP=101.123
Active Passive

File Server Cluster
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2+ logical file servers
2+ virtual IP addresses
Access to disparate shares through different nodes

FSA=10.1.13
FSB=10.1.14

\\FSA\Sharel
\\FSB\Sharel

Leverage investment *

More complex to manage
Multiple names
\\FSB\Sharel

Name=FSA Name=FSB
IP=10.1.13 IP=10.1.14
Active for FSA Active for FSB

File Server Cluster



“Windows Server 8"
SMB2 Scale Out Fyper-y Cluster

« Active/Active

« Simultaneous access to a single share
through all cluster nodes

«  Multiple shares still useful to isolate traffic

« Targeted for Server Applications Data Center Network
- Server applications with few metadata iisliiaand ot combination)

operations - Hyper-V and Data-Heavy HPC
- Bandwidth intensive applications — Increase
available bandwidth by adding cluster nodes
 Simplified and easy management

« Single logical file server — fewer DNS names,
[P addresses (no need for virtual IPs)

« Single file system namespaces — no drive
letter limitation, larger file systems

« No cluster disk resources to manage

( [X
4 .
\
\
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SMB2 Direct (SMB2 over RDMA)

RDMA is "Remote Direct Memory Access” — a secure way to enable a DMA

engine to transfer buffers between two machines across the network
« Used by File Server and Clustered Shared SMB 2.2 Client SMB 2.2 Server
Volumes (CSV version 2) for storage

communication within a cluster

« Advantages
Scalable, fast and efficient storage access

Kernel
Choice of faster fabrics (QDR / FDR InfiniBand)

Minimal CPU utilization for I/O processing
High throughput with low latency

User

Network w/

- Transparent to applications AR

« (Can aggregate links with SMB2 Multichannel
for load balancing and failover
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SMB 2.2 Multlchannel

Multiple TCP streams for one SMB 2.2 session

»  Single NIC — with RSS enables more CPUs to process traffic

Sample Configurations
Multiple NICs, with NIC Teaming — SMB 2.2 can use a single IP

Multiple 1GbE NICs [l Multiple RNICs (RoCE, address per team
Guleshe L - Multiple NICs, Without NIC Teamln% each NIC must have a
unique IP addresses (Required for RDMA NICs)

SMB 2.2 Client ® Fa | |Ove r
«  SMB 2.2 Multichannel implements end-to-end failure detection
 Fully leverages NIC teaming failover but does not require it

» Throughput

« Bandwidth aggregation with multiple NICs

«  Multiple CPUs to process network interrupts with single RSS-
capable NIC or multiple NICs

Bt 8« Automatic Configuration
«  SMB 2.2 detects and uses multiple network paths
» Preliminary performance:
« http://go.microsoft.com/fwlink/p/?Linkld=227841

SMB 2.2 Client

Switch | Switch
1GbE 1GbE

SMB 2.2 Server
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SMB 2.2 Direct Performance

Windows Server 8 supports all InfiniBand Preliminary 512 KB I/O Results:
standards based RDMA networks Client: ~20% of 4 cores, or 80% of one core
 Ethernet based protocols | 3100 MBytes/sec
«  ROCE (RDMA Over Converged Ethernet) | &
- InfiniBand protocols on Ethernet

IBTA standard — http://infinibandta.org

Requires switches to support Data Center ' 30508 P 30708 PM

Bl’ldglﬂg (DC B) ast 20313 Average 14884 Maxirnum 26

« IWARP — RDMA on top of TCP/IP

IETF standard over TCP/IP —
http://www.ietf.org

Only routable RDMA protocol
- InfiniBand based protocols

« InfiniBand protocols on an InfiniBand
network (32 gbits/sec, 56 gbits/sec...)

3:06:24 P 3:06:54 P 307:24 P

12,613 Minimum 9,836 Maximum 17.839
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SMB2 Direct Specification

« New document
« MS-SMBD
o Sits “below” MS-SMB2 in the SMB2

stack

« As a transport framing layer

« Peer to Direct TCP
« Optional

[MS-SMBD-Preview]: SMB2 Remote Direct Memory Access
(RDMA) Transport Protocol Specifica

Intellectual Property Rights Motice for Open Specification Documentation
= Technical Documentation. Microsoft publishes Open Specifications documentation for

protocols, file formats, languages, standards as well as owverviews of the interaction among each of
theze technologies.

= Copyrights. This documentation owvered by Microsoft copyrights. Regardl of any other
hat .!ﬁ'= cmmlneﬂ b LHE I‘.Erh'l for the MiCrosolit website that hosts H‘II_ SumeEntEton,

distribute in your implementation : i - ., II:.L'S or code

samples. that are induded in the dooumentation. This permiEssion al applies o any doCwments that
are referanced in the Open Specfications.

= Mo Trade Secrats. Microsoft does not claim any trede secret rights in this documentation.

= Patents. Microsoft has par_errh that may cower your implementations of the technologies
describeed in the Open Spe Neither this notice nor Micro. g delivery of the
nentation grants amy licenses under those or any other Microsoft petents. Howewer, a glven
pen Specificeation may be coverad by Microsoft Open Specfcation Promise or the Cormmunity
Promise. IF you d prefer a written license, or If the tachnol egcribed in the Open
Specifications are covered by the Open Specifications P unity Promise, as
epplicable, patent lcenses ane gvallable by Contacting

= Trademarks. The names of companies and products contained in this documentation may be
covered by trademanrks oF similar intellectual property rights. This notice does not grant any lcenses
under thase rights.

= PFictitious Mames. The example companies, organizations, products, domain names, &-mail
sddresses, logas, people, places, and nts deplcted In this docurmentation are RoEitous. Mo
essociation with any real company, o ization, produwct, domain name, email address, logo,
person, place, or event Is intended or should be inferred.

Reservation of Rights. Al other rights are reserved, and this notice does not grant Bny rights
other than specifically described abowve, whether by implicetion, estoppel, or otherwise.

Tooks. The Open Specifications do not requine the use of MICrOSoft Programming tools or
PrO@ramming ermdroniments in order for you bo develop an implementation. IF you have 300ess to

« Available now at MSDN protodoc preview node:

» http://msdn.microsoft.com/en-us/library/ee941641.aspx
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Use of RDMA

The SMB2.2 client directs all use of RDMA
For SMB2 Reads and Writes only

The SMB2.2 server performs all RDMA

 Improves security, integrity and performance

/ero-copy, zero-touch
Buffer cache use is supported optionally on both peers

Uses a simple RDMA profile
« Allows use of any transport type (iIWARP IB, RoCE)
« Any memory registration type

No optional features required
F.g. atomics, remote invalidate, etc
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' In summary

* Feature set enables  Add support for storing
Continuously Available data on file servers
storage from Windows
File Server

e Scale and Performance
* Reliable
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“Windows Server 8" File Server Features at a glance
For Server Applications (SMB2.2)

Primary : //build Talk 444 Other talks that cover SMB2.2 Features
- Server Fault Tolerance — Transparent Failover «  Network Fault Tolerance & Scale

« Server Fault Tolerance with zero application downtime « Multichannel (Talk 446 & 451)

« Hardware and software maintenance « Network Fault Tolerance with zero application downtime
. Server Scale Out « Bandwidth Aggregation across multiple network adapters

SMB2 Direct & RDMA (Talk 446 & 451)
Support for RDMA enabled network adapters
High bandwidth, low latency and CPU consumption

« Active/Active file shares — single share across all nodes
« Increased bandwidth, optimized for FLASH

- Application Consistent Backups - Scalable Management & Performance Optimization
VSS for SMB2 File Shares (Extension to VSS) . PowerShell (Talk 451)
« Shadow copy of Server Application data on File Shares - Endto end CLI and scripting
- Performance for Server Applications « Performance Counters and Events (Talk 451)
- Optimizations for server application IO profiles « Extend local analysis techniques to the file server
- Performance analysis & tuning *  Appliance deployments (Talk 449)
. Flexible Storage Options - Designing Building Blocks for the Cloud (Talk 430)

« External Storage Arrays provide Offloaded Data Transfer * Use of File Server for Hosted Cloud deployments

(ODX) and sophisticated management
« Shared JBOD SAS (Storage Spaces or Clustered PCI RAID)
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thank you

« More Resources — Server+Cloud Sessions
http://www.buildwindows.com
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