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NEWLY EMERGING BUS/INTERCONNECT STANDARDS

 Three new bus/interconnect standards announced in 2016
• Cache Coherent Interconnect for Accelerators (CCIX)

www.ccixconsortium.com

• Gen-Z
genzconsortium.org

• Open Coherent Accelerator Processor Interface (OpenCAPI)
opencapi.org

 Driving forces behind these new standards
• Tighter coupling between processors and accelerators (GPUs, FPGAs, etc.)

• Better exploitation of new and emerging memory/storage technologies

• Streamline software stacks

• Reduce data movement by direct access to memory

• Open standards-based solutions

 Why 3 different standards?
• Different groups have been working to solve similar problems

• However, each approach has its differences

• Many companies involved with multiple consortia

• Possible shake outs/convergence as things move forward
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CONSORTIA MEMBERSHIP DISTRIBUTION

Membership Distribution

4

Many companies have dual or triple memberships
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CCIX: CACHE COHERENT INTERCONNECT FOR ACCELERATORS

 Tightly coupled interface between 

processor, accelerators and memory

• Bandwidth: 

• 16Gps to 25 Gps/lane

• Support for intermediate speeds

• Hardware cache coherence enabled across the link

• Driver-less and interrupt-less framework for data 

sharing

 Use Cases

• Allows low-latency main memory expansion

• Extend processor cache coherency to accelerators, 

network/storage adapters, etc.

• Supports multiple ISAs over a single interconnect 

standard
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GEN-Z: MEMORY SEMANTIC FABRIC

 Scalable from component to cross-rack 

communications

• Direct attach, switched, or fabric topologies

• Bandwidth: 

• 32GB/s to 400+ GB/s 

• Support for intermediate speeds

• Can gateway to other networks, e.g., Enet, InfiniBand

• Unify general data access as memory operations

• byte addressable load/store 

• messaging (put/get)

• IO (block memory)

 Use Cases

• Component disaggregation

• Persistent memory

• Long haul/rack-to-rack interconnect
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OpenCAPI: OPEN COHERENT ACCELERATOR PROCESSOR INTERFACE

 Tightly coupled interface between 
processor, accelerators and memory
• Operates on virtual addresses

• virt-to-phys translation occurs on the host CPU

• OpenCAPI 3.0:

• Bandwidth: 

• 25 Gps/lane x8

• Coherent access to system memory

• OpenCAPI 4.0:

• Support for caching on accelerators

• Bandwidth:

• Additional link widths: x4, x8, x16, x32

 Use Cases
• Coherent access from accelerator to system memory

• Attached devices operate on virtual addresses

• Allows low-latency advanced memory expansion

• Agnostic to processor architecture

7
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BUS REACH
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NEAR SoC ATTACH FAR

HBM DDR Accelerator / Local SCM Chassis SCM Rack Pooled SCM Messaging

Future Spec Rev

PCIe Phy

802.3 short and long haul Phy

Future Spec Rev
802.3 Phy

CCIX

Gen-Z

OpenCAPI
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COMPARISONS
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Standard Physical 
Layer

Topology Unidirectional
Bandwidth

Mechanicals Coherence

CCIX PCIe PHY
p2p and 
switched

32-50GB/s x16
PCIe

Full cache coherency between 
processors and accelerators

GenZ
IEEE 802.3
Short and 

Long Haul PHY 

p2p and 
switched

Signaling Rates:
16, 25, 28, 56 GT/s

Multiple link widths:
1 to 256 lanes

Supports existing PCIe 
mechanicals/form factors

Will develop new, Gen-Z 
specific mechanicals/form 
factors

Does not specify cache coherent agent 
operations, but does specify protocols 
that support cache coherent agents

OpenCAPI 3.0

BlueLink
25Gbs PHY

Used for 
OpenCAPI & 

NVLINK

p2p
25GB/s x8

In definition, see Zaius
design for a possible 
approach

Coherent access to memory
Cache coherence not supported until 
v4.0
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IMPLICATIONS FOR OFA

 Straightforward extension of PCIe

 In box/node system interconnect

 Preserves existing mechanicals, connectors, etc.

 OFA visibility limited

 Communication with CCIX-attached devices 

managed by vendor-specific drivers/libraries

 Address translation services via ATS/PRI

CCIX
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IMPLICATIONS FOR OFA

 Defines new mechanicals/connectors

 But will also integrate with existing 

mechanical form factors, connectors, and 

cables

 Exposure to OFA:

• Messaging interfaces

• Block I/O interfaces

• Persistent memory

 Gen-Z working on libfabric integration

Gen-Z
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http://www.genzconsortium.org/
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IMPLICATIONS FOR OFA

 Integrated into POWER9 (e.g., Zaius) 

 Supports features of interest to NIC/FPGA 
vendors
• Virtual address translation services

• Aggregation of accelerator & system memory

 OFA visibility limited

 Communication with OpenCAPI-attached 
devices managed by vendor-specific 
drivers/libraries

 Accelerator holds virtual address; address 
translation managed by the host

OpenCAPI
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http://opencapi.org/wp-content/uploads/2016/11/OpenCAPI-Overview-SC16-vf.pptx 
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MOVING FORWARD WITH 3 STANDARDS?

 Are there paths to convergence?
• Vendors, integrators anxious for clarity

 CCIX & Gen-Z
From: http://www.ccixconsortium.com/about-us.html

GenZ is a new data access technology that enables memory operations to direct attach and disaggregated 
memory and storage. CCIX extends the processor’s coherency domain to heterogeneous components. These 
heterogeneous “nodes” would then get access to the large and disaggregated storage and memory through 
the GenZ fabric.

 OpenCAPI
• Supported in POWER9 architecture via BlueLink (25Gbs on-chip)

• OpenCAPI architecture implementable with non-POWER processors

• As with CCIX, potential to bridge OpenCAPI/Gen-Z

 In the near term, expect FPGA-based bridging for interconnect transitions
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http://www.ccixconsortium.com/about-us.html
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CCIX, GEN-Z, OpenCAPI

Questions

Thoughts

Discussion
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