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BACKGROUND: NVME TECHNOLOGY

 Optimized for flash and next-gen NV-memory
• Traditional SCSI interfaces designed for spinning disk
• NVMe bypasses unneeded layers
 NVMe Flash Outperforms SAS/SATA Flash

• 2x-2.5x more bandwidth, 40-50% lower latency
• Up to 3x more IOPS
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TRADITIONAL SAS/SATA STORAGE ARCHITECTUREJBOD
/ 

JBOF

JBOD/ JBOF

Multiple hardware components, software 
stacks, and drivers
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MORE EFFICIENT AND COST-EFFECTIVE NVME ARCHITECTURE

JBOF

Single interconnect technology, one software stack and driver
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NVME MARKET PROJECTED TO GROW TO $57B BY 2020

 >50% of enterprise servers and 
storage appliances will support 
NVMe by 2020

 ~40% of all-flash arrays will be 
NVMe-based by 2020

 Shipments of NVMe SSDs will 
grow to 25+ million by 2020

 740,000 NVMe-oF adapter 
shipped by 2020
 RDMA NICs will claim >75% of 

the NVMe-oF market
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 Sharing NVMe based storage across 
multiple servers/CPUs
• Better utilization: capacity, rack space, power
• Scalability, management, fault isolation
 NVMe over Fabrics industry standard 

developed
• Version 1.0 completed in June 2016
 RDMA protocol is part of the 

standard
• NVMe-oF version 1.0 includes a Transport 

binding specification for RDMA
• InfiniBand or Ethernet(RoCE)

“NVME OVER FABRICS” ENABLES STORAGE NETWORKING OF 
NVME DEVICES
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SOME NVME-OF DEMOS AT FMS AND IDF 2016

Flash Memory Summit
 E8 Storage
 Mangstor

• With initiators from VMs on VMware ESXi
 Micron

• Windows & Linux initiators to Linux target
 Newisis (Sanmina)
 Pavilion Data

• in Seagate booth

Intel Developer Forum
 E8 Storage
 HGST (WD) 

• NVMe-oF on InfiniBand
 Intel: NVMe over Fabrics with SPDK
 Newisis (Sanmina)
 Samsung
 Seagate
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SOME NVME-OF PRODUCTS IN THE MARKET TODAY 
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HOW DOES NVME OVER FABRICS MAINTAIN NVME
PERFORMANCE?

Extends NVMe efficiency 
over a fabric
• NVMe commands and data 

structures are transferred end to 
end

Relies on RDMA for 
performance
• Bypassing TCP/IP
• Early Pre-Standard version also 

used RDMA
 For more Information on 

NVMe over Fabrics (NVMe-oF)
• https://community.mellanox.com/do

cs/DOC-2186

https://community.mellanox.com/docs/DOC-2186


OpenFabrics Alliance Workshop 2017

RDMA & NVME: A PERFECT FIT

N
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NVME OVER FABRICS (NVME-OF) STANDARD 1.0 OPEN SOURCE 
DRIVER

https://community.mellanox.com/docs/DOC-2504

Released with Standard in June 2016

How to use open source driver instructions:

https://community.mellanox.com/docs/DOC-2504
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NVME-OF PERFORMANCE WITH OPEN SOURCE LINUX DRIVERS

Added fabric latency
~12us, BS = 512b

Bandwidt
h (Target 
side)

IOPS 
(Targe
t side)

Num.
Online 
cores

Each core
utilization

BS = 4KB, 16 
jobs, IO 
depth = 64

5.2GB/sec 1.3M 4 50%

ConnectX-4 Lx 25GbE NIC

SN2700 Switch

4 P3700 NVMe 
SSDS

ConnectX-4 Lx 25GbE NIC

ConnectX-4 Lx 50GbE NIC



OpenFabrics Alliance Workshop 2017

INTRODUCTION TO LINUX NVME STACK

 Originally for PCIe interface, extended for fabrics specification
 Host side

• Extended for various fabrics – RDMA, FC, Loop
• Architecture that allows

• fabric extensions
• sharing common functionality through common code
• Extends nvmecli for fabric configuration, discovery

• Multi queue implementation to benefit from cpu affinity

 Target side
• Kernel implementation that leverages block storage interface
• Ground up implementation of target side
• nvmetcli for configuration via configfs
• sharing common functionality through common code
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INTRODUCTION TO LINUX NVME RDMA STACK

 Connection establishment is through standard RDMA CM
 Data path and resource setup through kernel IB verbs
 Supports target/subsystem defined inline data for write commands
 Utilizes common IB core stack for CQ processing, read-write operations
 Common code for IB, RoCEv2

 NVMe queues map to RDMA queues
• NVMe admin queue, IO queue -> RDMA QP, completion queue
• NVMe completion queue -> RDMA QP, completion queue

 Block layer SGEs map to RDMA SGE(s), memory region.

 NVMe commands and completions are transported through RDMA SQ entries
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LINUX KERNEL NVME SOFTWARE STACK
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NVME FABRICS CODE ORGANIZATION

core common
40%

fabric common
8%rdma

16%

fc
20%

pci
16%

NVMe Fabric Host code distribution

core common fabric common rdma fc pci

fabric 
common

39%

rdma
20%

fc
31%

loop
10%

NVMe Fabric Target code distribution

fabric common rdma fc loop
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MICRO BENCHMARK SETUP

 Setup:
• Hardware:

• 64 core x86_64 host and target systems
• 64Gb RAM
• 100Gb Ethernet ConnectX-4 NICs

• Software stack:
• Linux NVMe host and target software stack with kernel 4.10+.
• 250GB null target, 4K queue depth, 64 MQs, single LUN or namespace
• NULL block driver with multiple queues for fabric performance characteristics

• Tool:
• fio
• 16 jobs, 256 queue depth
• 70% write, 30% read
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RANDOM READ WRITE 30-70 LATENCY CHART

 20 times lower latency 
compare to iSCSI-TCP 
upto 4K IO Size
 10 times lower latency 

compare to ISER for 8K 
and higher
 2 times lower latency 

compare to iSER for all IO 
size
 Block layer MQ support 

comes natively to NVMe
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RANDOM READ WRITE 30-70 IOPS CHART
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MICRO ENHANCEMENTS FOR RDMA FABRICS

 Host side
• Using more SGEs on host side to handle non contiguous pages
• Per IOQ setting, might be done based on advertised inline data size

 Target side
• Having higher inline size for incoming write commands 
• Currently static configuration; Will be per host setting in future via configfs

 CPU utilization is unchanged with these new feature
 Patches are under review and update for dynamic configuration
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IMPROVEMENTS WITH 16K INLINE SIZE CHANGES
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WIRESHARK SUPPORT FOR FABRIC COMMANDS (BASIC)
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WIRESHARK TRACES FOR LATENCY ANALYSIS
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