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AGENDA

• How we became the fastest trading platform in 2009

• Fastest Trading System in production in 2010

• System upgrade after 9 years – Case Study

• MillenniumIT Benchmarking Tools

• RDMA vs Non-RDMA evaluation

• Questions for the OFA Community
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HOW WE BECAME THE FASTEST TRADING PLATFORM IN YEAR 2009?

• MillenniumIT (now LSEG Technology) is a global FinTech solutions provider,
specializing in ultra-low latency software systems.

• Millennium ExchangeTM is a distributed system with multi threaded processes,
optimized for performance, throughput and availability.

• The specific benchmark was run in Intel Labs, hosted on 9 Nehalem boxes (including
order injector/measurement tool), and 1 Harpertown for Oracle.

• The inter-machine hop was supported via BladeNetwork’s RackSwitch G8100 and
iWarp capable NetEffect 10G RNICs (owned by Intel, but we were not utilizing the
RNIC capabilities)

• We used AF_UNIX sockets with tight socket polling to minimize latency (and intra-
machine hops used shared memory at times).
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HOW WE BECAME THE FASTEST TRADING PLATFORM IN YEAR 2009? 

(CONTD.)

• The inter-machine RTT latency we observed dropped from
120us (in Colombo) to 34us in the Intel labs (Nehalem+10G).

• Started working with Mellanox and Voltaire to get switch kits
down to Colombo to work in native RNIC and IB mode comms.

• IB Native stack and the new 40G QDR switch with switching
latency of 100-300ns, combined with QDR HCAs capable
network switching system of 5GT/s provided us the boost to
get overall system latency to 100+ us.
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SYSTEM LATENCY BREAKDOWN

• Reduction of hop-to-hop network latency multiplies the effect
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FASTEST TRADING SYSTEM IN PRODUCTION (2010)

IB Network and Servers

• IB QDR 40Gb/s network

• IB Switches: Chassis Based Spine-Leaf CLOS Architecture

Voltaire 4036 36-Port Spine Switches

Voltaire 4200 Director Class Leaf Switches
(Previously planned for Mellanox part numbers but later changed to rebranded Voltaire part 
numbers, considering the support levels)

• IB Network cards: Mellanox ConnectX-2 QDR (40Gb/s) dual port adapters

• IB Network Card Driver: Mellanox OFED 1.5.1

• Servers: IBM X3650 Intel Xeon based servers

• Operating System: SUSE Linux Enterprise 11
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IB NETWORK - YEAR 2010
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4036 Core switch

4200 Edge switch



IB NETWORK - YEAR 2010

8 OpenFabrics Alliance Workshop 2019

IS4 IS4 IS4 IS4

IS4 IS4  IS4 IS4 IS4 IS4 IS4 IS4 IS4

IS4 ASIC IS4 ASIC 

IS4 IS4 IS4 IS4

IS4 IS4  IS4 IS4 IS4 IS4 IS4 IS4 IS4

Core switch layer
7 line cards available for 
Server connections
= 126 max

4036 4036

4200

4200



IB NETWORK - YEAR 2010
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Part Number Description Quantity

Voltaire 4200 Voltaire Director class InfiniBand Switches 8

Voltaire 4036 Voltaire 36 port InfiniBand Switches 10

Ordered pre-manufactured in fixed 
lengths

Voltaire/Mellanox Optical QFSP cables Approx. 300

Mellanox MHQH29B-XTR
Mellanox ConnectX-2 Dual Port 4x QFSP 40Gb/s (QDR) InfiniBand Host Channel 

Adapters
1 per server (Approx 300)



IB QDR VS EDR
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IB NETWORK AND SERVERS - YEAR 2019

• Infiniband Enhanced Data Rate (EDR) 100Gb/s

• IB Network cards: HPE InfiniBand EDR 100Gb 
841QSFP28 Adapter (Mellanox ConnectX-5 OEM)

• IB Network Card Driver: OS OFED

• Servers: HPE DL380 Gen10 Intel Xeon Gold (Xeon 
V5 Skylake) based servers

• Operating System: Red Hat Enterprise Linux 7.4
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LATENCY DISTRIBUTIONS ON SYSTEM UPGRADE
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BENCHMARKING TOOLS

• NwTool

Network Latency (Min, Avg , Max)

• MCastNwTool

Multicast Jitter and Drops

• Dtool

Disk Writes/Read Latency (Min, Avg, Max)

• All-In-One Tool

All of above and application simulations
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NWTOOL
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NwTool Capabilities: ping-ping, message rate, different packet sizes, simulation of real inter-hop application behaviors.

Description: Responsible of tackling network related issues in TCP or RDMA  communication. As an example; this enables 

running of three instances of the tool in three machines and connect them.

Machine 1: Acts as a server and transmit packets periodically

Machine 2: Acts as an intermediary server what forward packets to machine 3 and at the same time 
replies back an acknowledgement to machine 1

Machine 3: Acts as a client of this client server environment and waits for the packets to receive  from 
machine 2.

Measurements:

RTT (Round trip time) min, max and average, number of packets flown through the network, number of 
buffered packets

./NwTool -W - i 1 -p 23700 -s 1024 -r 10000 -L 1 -t 1

sizeof 32

No -i <stat interval> option specified, taking -i as 1

Switch file: 0

Test Duration: 1 minutes.

b_InstructFileSwitch 0

SendRes =100us

SendCount=1

Thread was successfully entered to event loop: 13591:13591:<NwTool>

MHPC::Register() -> NwTool

void MHPCCallback::OnSetHPCMode(MI32 i32Mode) -> Thread:NwTool ID:13591 Mode:NONE State:STARTING

13591:Entered TIGHT select() for NwTool

OnConnection - FileSwitch0

Client connected from 10.25.90.31

[S]20190312130441.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  17 us Buffered:0 Remain:0

[S]20190312130442.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  19 us Buffered:0 Remain:0

[S]20190312130443.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  19 us Buffered:0 Remain:0

[S]20190312130444.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  20 us Buffered:0 Remain:0

[S]20190312130445.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  19 us Buffered:0 Remain:0

[S]20190312130446.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  18 us Buffered:0 Remain:0

[S]20190312130447.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  15 us Buffered:0 Remain:0

[S]20190312130448.972     10.25.90.31 10000.0 msgs/s 80.6 Mb/s Min:  11 us Avg:  11 us Max:  15 us Buffered:0 Remain:0



MCASTNWTOOL
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Description:

➢ This tool is responsible of finding network packet jitter and losses in UDP
communication.

➢ Tool contains two modes, one as a muticaster (Source) and other as a listener
(Receiver).

➢ The tool is capable of publishing stats to standard out and to a file.

Measurements: Jitter, sent and received bytes
./MCastNwTool -S -K 1 -i 1 -I 239.1.1.1 -P 42222 -r 100000 -s 1000 -A 2 -t 2

1000

total number of threads 2

On Trace CreateThread B

3 : MCM:21:Listening to multicast 239.1.1.1:42222 [][INet]. iface:(null) receiver:0x67e240 cb:0x667f60 fd:3

On Trace Thread was successfully entered to event loop: 13851:13851:<MReceiver_42222>

On Trace MHPC::Register() -> MReceiver_42222

On Trace void MHPCCallback::OnSetHPCMode(MI32 i32Mode) -> Thread:MReceiver_42222 ID:13851 Mode:NONE

State:STARTING

3 : MCM:21:Listening to multicast 239.1.1.1:42223 [][INet]. iface:(null) receiver:0x7fe750000940 cb:0x65b5a0 fd:12

On Trace Thread was successfully entered to event loop: 13851:13852:<MReceiver_42223>

On Trace MHPC::Register() -> MReceiver_42223

On Trace void MHPCCallback::OnSetHPCMode(MI32 i32Mode) -> Thread:MReceiver_42223 ID:13852 Mode:NONE

State:STARTING

MReceiver_42222 - Msg Rate 23242/s Avg Jitter 1 us Packet Lose 0/s BandWidth 22697KB/S

MReceiver_42223 - Msg Rate 23256/s Avg Jitter 1 us Packet Lose 0/s BandWidth 22710KB/S



DTOOL
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Description:

Measures disk performance of a system. 

Test types: Read performance, Write performance.

Measurements: Min, max and average read and write latencies, number of bytes 
read or written in a second



ALL-IN-ONE (AIO) TOOL
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• AIO (All in One) tool is an application simulation tool, which enables baseline testing in an application environment 
without installing the real system.

• This provide an abstract illustration of the hardware performance without the time spent on installation in 
configuration.

• AIO can be used for run simple test as well as advance tests.

• Users can setup the application depending on their order flow.



ALL-IN-ONE (AIO) TOOL
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RDMA VS NON-RDMA EVALUATION

RDMA Categories:

• Infiniband (IB)

• Remote Direct Memory Access over Converged Ethernet (RoCE)

Non RDMA Categories:

• RAW Ethernet

• Solarflare Openonload

• Mellanox Voltaire Message Accelerator (VMA)

• Intel Omnipath

• Exablaze Exasock

• Myricom DBLRUN
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DATA COLLECTION – VARIABLES AND OUTPUT

Two main variables:

• Packet Sizes  - 100/500/800/1000 Bytes

• Message Rates - 100/ 500/ 1,000/ 5,000/ 10,000/ 25,000/ 50,000/ 
100,000/ 250,000/ 500,000/ 750,000/ 1,000,000

Main Outputs/Results:

• Minimum Two-Way Delay per second (min)

• Average Two-Way Delay per second (avg)

• Maximum Two-Way Delay per second (max)

• Percentiles to filter max (90%, 95%, 99.5%)
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DATA COLLECTION – OUTPUT AND RESULTS
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Example of output Log Entry:
[S]20150729075828.815  100.1 msgs/s  104 Kb/s 

Min: 2us     Avg: 2us   Max:13us   Buffered:0   Remain:0

Simplified Tabulation: 



PERFORMANCE COMPARISON GRAPHS – AN EXAMPLE
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DISCUSSION OF RESULTS (SUMMERY)

Expected latency boundaries :

• Minimum Level of Average RT Latency per Second (min of avg) =5us

• Maximum Level of Average RT Latency per Second (max of avg) =7us

• Minimum Level of Maximum RT Latency per Second (min of max)=75us

• Maximum Level of Maximum RT Latency per Second (max of max)=100us

Successful Categories in the full range of tests:

• IB100G-EDR

• IB56G-FDR

• RoCE 100GE

• RoCE 40GE

• Solarflare OpenOnload 40GE
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DISCUSSION OF RESULTS (SUMMERY) CONT.

Break Even/Melting points of  remaining categories (Descending order)

• RoCE 10GE: 1,000,000 messages/second at the packet size of 500bytes.

• Openonload 10GE: 1,000,000 messages/second at the packet size of 500bytes.

• MLX Ethernet 40GE: 750,000 messages/second at the packet size of 100bytes.

• SFN Ethernet 40GE: 750,000 messages/second at the packet size of 100bytes.

• MLX Ethernet 10GE: 750,000 messages/second at the packet size of 100bytes.

• IPoIB (EDR): 500,000 messages/second at the packet size of 500bytes.

• IPoIB (FDR): 500,000 messages/second at the packet size of 500bytes.

• SFN Ethernet 10GE: 500,000 messages/second at the packet size of 100bytes.
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RESULTS SUMMERY
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Technology/Functional Benefits RDMA Openonload Ethernet IPoIB

Low Latency Benefits Highest High Medium Lowest

Low Jitter Benefits Highest High Low Lowest

Scalability Benefits Highest High Low Lowest

Interoperability Benefits Lowest High Highest High

▪ Scale: Highest >High> >Medium> >Low>Lowest



FURTHER EVALUATIONS

• Further  testing with more variants:
➢ Intel Omnipath

➢ Cisco User Space Network Interface Card (us NIC)/Libfabric and MPI

➢ Voltaire Message Accelerator (VMA)

➢ Exablaze Exasock

➢ Myricom DBLRUN

➢ Layer-1 Switches (Metamako/Exablaze/xCelor)

➢ White Rabbit

• Further testing on different hardware platforms (Eg: IBM 
Power) and operating systems.
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QUESTIONS FOR THE OFA COMMUNITY

• Network level HCA failover mechanisms for IB

-APM supports only between two ports of the same NIC

• Teaming Support for IB

-Teaming project not aimed support for IB

• Active-Active bonding support for IB

• Time synchronization between IB only hosts

-PTP support

• IB packet capturing and monitoring at (sub) nano-second precision

• Reliable multicast on Ethernet

• IB stack troubleshooting difficulties

• Exponential multi-session latency problem of Onload techniques
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