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HPC Performance Bottlenecks
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BlueField Data Processing Unit

Data Center on a Chip

16 Arm 64-Bit Cores

16 Core / 256 Threads Datapath Accelerator

ConnectX InfiniBand / Ethernet 

DDR memory interface

PCIe switch
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The New Computing Platform for the Data Center Infrastructure

SOFTWARE DEFINED NETWORKING SOFTWARE DEFINED SECURITY SOFTWARE DEFINED STORAGE

BlueField Infrastructure

Compute Platform

Infrastructure Services

BlueField-2 BlueField-3

Network 

Bandwidth
200Gb/s 400Gb/s

RDMA msg rate 215Mpps 370Mpps

Compute SPECINT2K17: 9.8 SPECINT2K17: 42

Memory Bandwidth 17GB/s 80GB/s
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Delivering Cloud Native Supercomputing 
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Accelerating HPC Applications with DPU/DOCA Services

BLUEFIELD DPU

APPLICATIONS

UCX Storage
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High Level System Components from Software’s Perspective

• Host paired with local DPU

• Local DPU runs service processes (SP)

• Each local user process (such as MPI process) has a
service process that it is pair with

• Each service process serves multiple local
processes

• Algorithm is split between host and DPU – blocking
and nonblocking may have different split

• Hosts and SP’s may communicate with other
hosts and/or SP’s

• Cross-GVMI (XGVMI) - The DPU can initiates
RDMA operations on behalf of host resident
memory

• DPU memory is involved only if the data originates
from or is targeted to DPU memory

CPU

Bluefield DPU

Host/Compute Node

Async Agent

MPI Rank

MPI Rank

MPI Rank

…

Async Agent

Net Adapter



Offloading and Accelerating Data Exchange Example
An Element of  Collective Algorithm

Sender: Rank 0 Rank 1 DPU Receiver: Rank 1Rank 0 DPU

HOST_ARRIVE

DPU_RTS

DPU_ACK

RDMA_READ with 
memory key

DPU_DONE



Alltoallv Latency
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iAlltoallv latency
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iAlltoallv compute/communication overlap

0

10

20

30

40

50

60

70

80

90

100

2 4 8 16 32

O
v
e

rl
a

p
 (

%
)

N

OSU Ialltoallv 1 PPN, Size = 128 KB

On Host DPU Offload (SP=1, SEND=RECV=8)

0

10

20

30

40

50

60

70

80

90

100

2 4 8 16 32

O
v
e

rl
a

p
 (

%
)

N

OSU Ialltoallv 32 (full) PPN, Size = 128 KB

On Host DPU Offload (SP=4, SEND=RECV=4)



HIGHER APPLICATION PERFORMANCE
With BlueField DPU and Quantum InfiniBand In-Network Computing

Octopus (Physics / Chemistry) GSAM (Weather) FFT

1.24X
1.26X

1.23X
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