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HOW TO USE THIS GUIDE

PN NN
AN NN
PN NN

This guide assumes you are familiar with installing software
on your own machine. It also assumes you are comfortable

performing a minimal linux install in a virtual machine.
best utilize this guide, you should look at the available
software choices under Preliminary Software Download
pick which virtualization environment and which linux c

To

s and
IStro

you would like to use and then have them downloaded

Orior

to proceeding with this tutorial. You should also have your
virtualization software installed prior to proceeding with this
tutorial. We pick up from the point of virtualization software

Installed and ready to start configuring things.
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One of the goals of this tutorial was
to create a guide that would allow
anyone to setup atest RDMA
capable environment without
needing to invest in expensive
RDMA hardware, or expensive
virtualization environments for that
matter. This drove the selection of
supported virtualization
environments, and to a lesser
extent the choices regarding the
RMDA network topologies used in
this tutorial. If you have access to
RDMA hardware in another
machine, altering the RDMA
networks to be a bridge type setup
instead of host only would allow
you to test communications
between the soft-RoCE or soft-
iIWARP drivers and your existing
hardware.

VIRTUALIZATION ENVIRONMENTS

NN NN NN
R Y A N N A

= Oracle VirtualBox - available on all platforms

* https://www.virtualbox.org/wiki/Downloads

° In order to use USB devices freely on these clients, you need to download the Oracle
VM VirtualBox Extension Pack available from the same download page, which we will
install a little later

° This is the only supported option for Windows or Mac computers. However, if you feel
comfortable translating the setup instructions from VirtualBox to your preferred
virtualization environment, then by all means feel free to join us anyway

Linux Virtual Machine Manager - ubiquitous on linux and usually
slightly better integrated into the linux host distro than VirtualBox
IS, SO we support this as well (it is not screen shotted the way
VirtualBox is, but | will gladly answer people’s questions)

Gnome Boxes is *NOT* supported. It assumes too simplistic of an
environment and does not allow the user to customize it
sufficiently for our needs
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GUEST SOFTWARE
(All 64bit, 32bit HPC is poorly tested, just don’t go there)

{ 2%
2%
2%
2%
DR
2%
( <
o
{

CentOS 7.6 DVD Install Image

* This is the mirror list redirection page. It should tell you what your closest mirrors are:
http://isoredirect.centos.org/centos/7/isos/x86 _64/CentOS-7-x86_64-DVD-1810.iso

Debian 9.7.0 Net Install Image (these require more Internet bandwidth during the install, but

there wasn’t a full install image link | could include here as they are all done via torrents)

* https://cdimage.debian.org/debian-cd/current/amd64/iso-cd/debian-9.7.0-amd64-netinst.iso

Fedora 29 Server Install Image
* https://download.fedoraproject.org/pub/fedora/linux/releases/29/Server/x86 64/iso/Fedora-Server-dvd-x86 64-29-1.2.iso

openSuSE 15.0 Leap Install Image

* https://download.opensuse.org/distribution/leap/15.0/iso/openSUSE-Leap-15.0-DVD-x86_64.iso

SuUSE SLE 15 HPC (requires registration for 60 day trial, but is an HPC product instead of a
normal Server product)

* https://www.suse.com/products/server/hpc/download/

Ubuntu 18.04.1 LTS Server Install Image

* http://releases.ubuntu.com/18.04/ubuntu-18.04.1.0-live-server-amd64.iso
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https://download.opensuse.org/distribution/leap/15.0/iso/openSUSE-Leap-15.0-DVD-x86_64.iso
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GUEST SOFTWARE

Differences between distros

NN NN

C
{
{
{
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{
{

CentOS 7.6 DVD Install Image
* Very close to upstream. Already uses rdma-core, and kernel uses the RDMA stack out of a 4.18 or so kernel, and so works easily with soft-RoCE

Debian 9.7.0 Net Install Image (these require more Internet bandwidth during the install, but there wasn’t a full install
image link | could include here as they are all done via torrents)

* Uses an older kernel and uses older RDMA subsystem packages. It does not yet use rdma-core and to use soft-RoCE or soft-iWARP with this release will
require building a custom kernel as well as replacing the stock RDMA user space packages with more recent ones from rdma-core. In fact, the easiest thing to
do here would be to install OFED if it supports doing so. | strongly suggest avoiding this distro for working through this tutorial.

Fedora 29 Server Install Image

* Even closer to upstream than CentOS 7.6. New upstream kernels are automatically taken once Linus releases them. Already uses rdma-core and kernel
version is 4.20.

openSuSE 15.0 Leap Install Image

* Very close to upstream in user space. Already uses rdma-core and has the rxe_cfg utility for working with soft-RoCE devices. Kernel version is slightly older,
but still recent enough to already have the rdma_rxe module needed for soft-RoCE.

SuSE SLE 15 HPC (requires registration for 60 day trial, but is an HPC product instead of a normal Server product)

° Very close to upstream in user space. Already uses rdma-core and has the rxe_cfg utility for working with soft-RoCE devices. Kernel version is slightly older,
but still recent enough to already have the rdma_rxe module needed for soft-RoCE. In addition, has a very complete HPC product selection, including things like
the SLURM scheduler not found in any other distro.

Ubuntu 18.04.1 LTS Server Install Image

* Very close to upstream in user space. Already uses rdma-core and has the rxe_cfg utility for working with soft-RoCE devices. Kernel version is 4.15, so not that
far behind upstream (which is at 5.0, or what would have been 4.21). Appears to have just slightly better soft-RoCE kernel support than the SuSE alternatives,
mainly because Ubuntu’s kernel and user space get the RMTU right while SUSE’s two do not (Red Hat’s two get this right as well). However, Ubuntu is also
missing some things. There is no libfabric at all. Nor mvapich2. Nor any OpenMPI test suite, and it's OpenMPI is out of date. So kind of a mixed bag here when
it comes to Ubuntu. | was borderline calling this one not really fit for our purposes. After walking through a significant portion of the setup on Ubuntu, |
backtracked due to the number of problems and | now consider this an unsuitable distro for this tutorial. There are simply too many things to work around.
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VIRTUALBOX INITIAL SETUP

VirtualBox 6.0.4

SN

NN NS
AN NN NN

This is the initial intro
screen for VirtualBox,
which is where you need Oracle VM VirtualBox Manager

to be to access the } @ {:} '{::'
|

Preferences Menu. =
= Maw Add

Welcome

] |

Media

You can get back here lirtualBox!

from other screens at any
time by simply clicking
on the list box on the
Tools bar and selecting
Welcome.

Network  2Plication window contains global tools
| machines and virtual machine groups on
ou can import, add and create new VMs
Cloud ling toolbar buttons. You can popup a tools
ted element using corresponding element

(i [l

button.

You can press the 37 key to get instant help, or visit
www.virtualbox.org for more information and latest news.

For now, we will be doing
the initial setup in the
Preferences section

available from the
Welcome screen. So
click on the Preferences

8 OpenFabrics Alliance Workshop 2019



Most of the Preferences are fine
as is. The first one where we
need to make changes is under
the Networks tab.

Here we need to add a
NatNetwork by clicking on the
green Add Network button, at
which point a new NetNetwork
will be added to the list.

The default settings mostly fine.
We won’t be using dhcp (as there
are some issues with the built in
DHCP server in VirtualBox and
linked clones, as | discovered).
We can still use the default
10.0.2.0/24 network, but we’ll
disable DHCP support to save
resources.

If we wanted our guests to be
accessible from remote
machines, we would need a
bridge network instead (not
covered in this tutorial).

VIRTUALBOX INITIAL SETUP

VirtualBox 6.0.4

[ ] ® VirtualBox - Network

! | Enable Network

Genaral -
1 Network Name:
NAT N
‘ Act;i“ MNetwork CIDR:
MNetwork Options:
9

N /
NN NS
AN NN NN
NN NN NN

NN NN

NatHetwnrl-d

10.0.2.0/24

Supports DHCP

Supports |IPvB
Advertise Default IPvE Route

Port Forwarding

cancel

d & &
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The next thing we need
to do is install the
Extension pack that we
downloaded with
VirtualBox itself.

Without this, we won’t
have USB2 or USB3
support, and the best
pointer method in
clients requires this.

Simply click on the
green + symbol and
select the location of
the file you already
downloaded to install
the extension pack.

VIRTUALBOX

VirtualBox 6.0.4

e @
— RO
General  Input  Update

Extension Packages

INITIAL SETUP

NN NN
B i i s s s

VirtualBox - Extensions

Q@ m & [ E

Language Dizplay Metwaork Extensions Prooy

Active Mame

L4 Oracle VM VirtualBox Extension Pack 6.0.4r128413

Version

& &
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Next we need to go back
to the Tools bar and
select Network

On the Network screen,
we need to create two
new networks. Go
ahead and disable the
DHCP server on these
networks too. These will
be used as the internal
RDMA capable
networks.

When done, click the
Tools/Welcome button
to get back to the
Welcome screen so we
can add our first

VIRTUALBOX INITIAL SETUP

VirtualBox 6.0.4

A |Pv4 Address/Mask
192.168.56.1/24
192.168.57.1/24

11

Oracle VM VirtualBox Manager

IPvE Address/Mask

NN NGNS

DHCP Server

Enable

2\
\ &
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Click on the New button to
add a new machine profile.

The window is going to
come up in Guided mode.
Just immediately select
Expert mode instead.

In Expert mode, we can
select items that make
sense for our custom
machines. The options here
are reasonable for a head
node. Once you click
Create, you will be allowed
to specify options for the
virtual hard drive.

The options here are, again,
reasonable for our head
node’s virtual disk. Click

CREATING THE HEAD NODE

Using Expert Mode

File location

AN NN NN
AN NN NN

head-node &
w
File size to
oX to
= 8.00 GB
4.00 MB 2.00TB
Hard disk file type Storage on physical hard disk E
O VDI (VirtualBox Disk Image) O Dynamically allocated =g
VHD (Virtual Hard Disk) Fixed size ", X

VMDK (Virtual Machine Disk)
HDD (Parallels Hard Disk)
QCOW (QEMU Copy-On-Write)
QED (QEMU enhanced disk)

Guided Mode

13

Split into files of less than 2GB

Go Back @ Cancel Cancel i
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You should now have the
head node on your main
screen. Click the Settings
button to get the full list of
settings.

On the System/Motherboard
area, uncheck Floppy as we
don’t use those, set the
chipset up to ICH9, set the
pointing device to USB
tablet, and enable EFI.

WARNING: DO NOT
ENABLE EFI ON DEBIAN (it
renders your install
unbootable without post
install magic)

On the System/Processor
area, | selected 2 CPUs for

MODIFYING THE HEAD NODE

head-node - System

im@hEeH @ O

General System Display Storage Audio Metwork Ports Shared Folders User Interface

Motherboard Acceleration

Processor(s):

1CPU 4 CPUs

Execution Cap:
1‘|¥n 100‘.;%
Extended Features: Enable PAE/NX
Enable Nested VT-x/AMD-V

Cancel

K

| OK

14 OpenFabrics Alliance Workshop 2019
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MODIFYING THE HEAD NODE

ANANANANANANANS
AN NI NN
AN NN NN

(continued)

Disable the audio eCe head-node - Network
entirely, it’s not needed - ] W . @:Dj ﬂ @ ) T
an d WaSteS resources. . . General System Display Storage Audio Poris Shared Folders User Interface
Adapter 1 Adapter 2 Adapter 3 Adapter 4
Next we need to set up ! —
our Network devices. General Enable Network Adapter
Network device 1is our . Attached to: | Host-only Adapter |}
NatNetwork. And virtio Enabl Name: | vboxnet! o
is the preferred driver Hg
W Advanced

type.

A Adapter Type:  Paravirtualized Network (virtio-net) E
Network device 2 is our Exte Promiscuous Mode: = Deny 2
vboxnet0 network. MAC Address: 08002738F119 =

Cable Connected

Network device 3 is our |
vboxnetl network. Port Forwarding ﬁ
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MODIFYING THE HEAD NODE

ANANANANANANANS

(optional items)

NN NS
AN NN NN
AN NN NN

[ NoN ] Oracle VM VirtualBox Manager

| also bumped the USB ®C® (- {} gj} ?

H u T e =] Genera = preview
Controner VerSIOn up to L E"' h©ea:awn:dred0ffm 6= Nan:::_ | head—node—cel_'ltas ’
U S B 3 . O . g:tilr::: giiyftoizl‘:ion: ;Fljsdetls?fri:g;l:g}vidualﬂnx VMs/head-node-
General 5y [ system centos head-node-centos

Base Memory: 4096 MB
And | added a shared Shared Fol S 2 e, i i
folder to my head node e B " Enabled —

- Acceleration: VT-x/AMD-V, Nested Paging, PAE/NX, KVM
so | could easily move Mach ion: - VT-x/AMD-V, Nested Paging, PAE/ 3
. v dCni ispla
files between the host e
Do Graphics Controller:  VMSVGA rads
Com puter and my g UeSt Remote Desktop Server: Disabled
. Recording: Disabled

Cllent Storage

Controller: IDE

IDE Secondary Master: [Optical Drive] Empty
Controller: SATA
SATA Port 0: head-node-centos.vdi (Normal, 8.00 GB)

{0 Audio

After saving, | was back
at the welcome screen Disabled

=P Network
Adapter 1: Intel PRO/1000 MT Desktop (NAT Network, 'NatNetwork')

with my, now fully

= res Adapter 2: Intel PRO/1000 MT Desktop (Host-only Adapter, 'vboxnet0')
modified and read Yy {o Adapter 3: Intel PRO/1000 MT Desktop (Host-only Adapter, 'vboxnet1')
£ uss
u S e’ h ead n 0 d e EEE—— USB Controller: xHCI I
d Device Filters: 0 (0 active)
machine.

] Shared folders

@ Description

None
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NEXT STEPS
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|t speeds the process up greatly if we don’t create the compute node machine
profiles yet.

* Instead, we will install the head node, then clone the head node to the compute
nodes using a linked clone method, which allows the head node and clones to
share a common virtual disk image, minimizing disk space usage on the host.

« Using linked clones also keeps us from having to do multiple installs.

 Because of this, we install a reasonable set of useful software on the head node,
then login and manually adjust the installed software as needed, then link that over
to the compute nodes. The compute nodes will have software on them they will
never use, but it’s still easier than having separate install images.
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When on the main page
and viewing the machine
profile, you can click on
the Optical Drive and
VirtualBox will allow you
to attach the iso image for
your distro to the optical
drive of the host. If you
then click Start to turn the
virtual machine on, it
starts the install process.
When you get to the end
of the install, go ahead
and reboot into the
Installed system so that
we can add software we
will need on all the nodes
into the core disk image.
This will reduce the
differences between the

INSTALLING THE HEAD NODE

(your choice of distro, CentOS was just mine)

N
NN NS
AN NN NN
AN NN NN

®Ce® Oracle VM VirtualBox Manager

7 o Wl O t——

New Settings Disca

. CentOS = General ™ preview
Name: head-node-
=N head-node-centos = —
b ) Powered Off 0= QOperating System: Red Hat (64-
bit)

Settings File Location: /Users/dledford/
VirtualBox VMs/

CentOS/head-
node-centos
Groups: Cent0S
(=] System
Base Memory: 4096 MB
Processors: 2

Boot Order: Optical, Hard Disk
Chipset Type: ICH9

EFI: Enabled
Acceleration: VT-x/AMD-V, Nested Paging, PAE/NX, KVM rtualization
™ pisplay
Storage s
Controller: IDE
IDE Secondary Master: [Optical Drive] Cent0S-7-x86_64-DVD-1810.iso (4.27
GB)
Controller: SATA
SATA Port 0: head-node-centos.vdi (Normal, 8.00 GB)
SATA Port 1: head-node-centos-var.vdi (Normal, 1.00 GB)
i -

18 OpenFabrics Alliance Workshop 2019



OPTIONS | USED FOR CENTOS 7.6

Software Selection

AN NN NN
NN NN
AT AT At ety W NN

Sharing Screenshot
& Alink to your screenshot was copi

Infrastructure Server SODZTWARE SELECTION ) Hl
1 ne _Eus -ep!
File & Storage Server

Base Environment Add-Ons for Selected Environment
Guest Agents _

>

() Minimal Install "~ Performance support tools for large systems.
InfiniBand Support ey O Losd Batancer
() Compute Node Load balancing support for network traffic.
. Installation for performing computation and processing. (] MariaDB Database Server
N etW or k FI I e SyStem © Infrastructure Server The MariaDB SQL database server, and associated packages.
Server for operating network infrastructure services. [+ Network File System Client
Cl | ent () File and Print Server ~ Enables the system to attach to network storage.
File, print, and storage server for enterprises. [V Performance Tools
Perfo rmance TO o) | S () Basic Web Server ~ Tools for diagnosing system and application-level performance problams.
Server for serving static and dynamic internet content. (] PostgreSQL Database Server
() Virtualization Host  The PostgreSQL SQL database server, and associated packages.
Development Tools  Minmal irtualzaton host ) Print Server
. () Server with GUI Allows the system to act as a print server.
System Ad m I n To O I S Server for operating network infrastructure services, with a GUL | Remote Management for Linux
() GNOME Desktop ~ Remote management interface for Cent0S Linux, including OpenLMI and
GMNOME is a highly intuitive and user friendly desktop environment. SNMP.
() KDE Plasma Workspaces [_] Resilient Storage
The KDE Plasma Workspaces, a highly-configurable graphical user interface Clustered storage, including the GFS2 file system.

which includes a panel, desktop, system icons and desktop widgets, and

o [_| Virtualization Hypervisor
many powerful KDE applications.

Smallest possible virtualization host installation.
() Development and Creative Workstation

Workstation for software, hardware, graphics, or content development. [J Compatibility Libraries

Compatibility libraries for applications built on previous versions of Cent05
Linux.
(¥4 Development Tools
A basic development environment.
[_] Security Tools
Security tools for integrity and trust verification.
[_| Smart Card Support
Support for using smart card authentication.
[¥1 System Administration Tools
Utilities useful in system administration.

B QOER {3 @M Left 22
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Select the disk and select
“I will configure
partitioning” then click
Done. We don’t use
automatic partitioning
because we don’t want to
waste space on a swap
partition.

Leave the partition type
as LVM, and click the +

button to manually create
your partitions.

You’ll need these
partitions:

/boot/efi 50MB
/boot 976MB
/ 7160MB

OPTIONS | USED FOR CENTOS 7.6

Installation Destination

INSTALLATION DESTINATION
Done

Device Selection

NN NS
AN NN NN
AN NN NN

CENTOS 7 INSTALLATION

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.

Local Standard Disks

8192 MiB

ATA VBOX HARDDISK
\ sda / 8192 MiB free

Specialized & Network Disks

=]
Add a disk...

Other Storage Options
W Partitioning
() Automatically configure partitioning.  (®) | will configure partitioning.
would like to make additional space available
Encryption
|__J Encrypt my data. You'll set a passphrase next

Full disk summary and boot loader...

Disks left unselected here will not be touched.

Disks left unselected here will not be touched.

1 disk selected; 8192 MiB capacity; 8192 MiB free Refresh..

20
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Set the hostname to head-node, then
select the first ethernet adapter and select
Configure

On General tab, enable auto
connection and set priority to 0

On IPv4 tab, set Method to Manual,
click the Add button and enter the
address information you see here, set the
DNS server, then save this interface (I
was going to use DHCP, but VirtualBox
gives problems with linked clones getting
the same DHCP address despite having
changed the MAC addresses on the
clones)
Repeat on other 2 Ethernets, except

On General tab set priority to -1

For ethl set the IP address to
192.168.56.5 and leave the gateway blank,
we don’t want to attempt to route out
through this interface

For eth2 set the IP address to
192.168.57.5 and again leave the gateway
blank

| also wanted to set the MTU higher on the
RDMA interfaces, but VirtualBox
limitations keep us from doing that.

Now begin the installation (Finally, right!

)

OPTIONS | USED FOR CENTOS 7.6

Networking Options

I Connection name:

General Ethernet 802.1X Security

Method: | Manual

Editing eth2

DCB

AN NN NN
NN NN NN
NN NN

Proxy IPv4 Settings IPv6 Settings

Addresses
Address Netmask
192.168.57.5 24

DMS servers:

Search domains:

DHCP client ID

[ | Require IPv4 addressing for this connection to complete

21

Gateway

Add

Delete

Routes...

Cancel Save
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While most things are fairly
straightforward to translate from the
CentOS instructions to other OSes, a few
things deserve note:

1) SuSE install happens in a different
order, so software selection doesn’t
happen until after network interfaces
have been set up. More importantly,
you must watch the Device Name
closely on SuSE as the Ethernet
interfaces are not in the expected
order.

2) Because of this, the Name and Device
entries end up being skewed.

3) You also have a separate screen you
need to go to in order to set the DNS
resolution since we are doing static IP
assignment (it isn’t done on an
interface’s config screen like CentOS).

4) And also a separate screen for the
default routing setup.

5) Unlike CentOS where you select
Server by the install media, you select
server during the install with SuSE.

6) Once you get to the Install screen, you
can click on Software to modify the
software selection prior to install.

7) SUSE HPC is mostly the same, with a
prettier dark color scheme and more
complete HPC patterns to select from.

SPECIAL NOTES FOR OTHER DISTROS
openSUSE

Click a headline to make changes.

* Product: Basesystem Module
* Product: HPC Module
* Product: SUSE Linux Enterprise High Performance Computing 15
* Patterns:
* HPC Basic Compute Node
* Base System
* Enhanced Base System
* YaST System Administration
* Software Management
* HPC modularized Libraries
* HPC Development Packages
* Size of Packages to Install: 2.1 GiB

* Boot Loader Type: GRUB2 EFI
* Enable Secure Boot: no
* Enable Trusted Boot: no

* Firewall will be disabled ( )
* SSH service will be enabled ( )

* Kdump status: disabled

* Text mode

N

N

N
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Login to your newly
installed head node as
root. This is alocal, self
contained cluster, so we
really are only going to
be using the root
account.

Generate a ssh key and
configure it for
passwordless ssh login
of the root account.

Try to ssh to localhost
to verify the
passwordless setup

MAKING THE SYSTEM EASIER TO USE

Passwordless ssh setup for the root account

Cent0S Linux 7 (Core)
Kernel 3.18.8-957.e17.x86_64 on an xB6_64

head-node login: root
Password:
Last login: Wed Feb 13 14:51:15 on ttyl
[rootBhead-node ~1# mkdir .ssh
[rootBhead-node ~1# cd .ssh
[root@head-node .sshl#t ssh-keygen
Generating publicsprivate rsa key pair.
Enter file in which to save the key (sroot~.sshsid_rsal:
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
our identification has been saved in -root..ssh-sid_rsa.
our public key has been saved in ~root~.ssh-id_rsa.pub.
e key fingerprint is:
BHAZ56 : YDbSoY *mzJ TmdF ?Rkoo9aPHudcEJ9f £ W6ZJmAt () TrRw root@head-node
e key's randomart image is:
+-—-[R5A 2B481----+

[root@head-node .sshl#t cp id_rsa.pub awthorized_keys

[root@head-node .sshlt chmod 688 authorized keys

[rootBhead-node .sshl#f ssh localhost

The authenticity of host "localhost (::1)’ can’t be established.

ECDSA key fingerprint is SHAZ56 :fbuShBLLEUM1xQf d1b8wDNJPn3JR48ptpFUDranBZPs .

ECDSA key fingerprint is MD5:3c:aa:bf:74:74:5c:18:6b:ae:a3:54:eB:c5:14:46:a8.

fire you sure you want to continue commecting (yes nol? yes

Warning: Permanently added ’localhost’ (ECDSA) to the list of knouwn hosts.
Last login: Wed Feb 13 14:54:14 26819

[root@head-node ™14 _
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There is a pretty long
list of software we want
to have installed. Some
of it should have
already been installed
during the installation
process, but we want to
grab some of the
optional, non-default

packages too. If any of
these packages don’t
exist on your distro,
then no big deal, just
use what is available.

MAKING THE SYSTEM EASIER TO USE

NN NN

Getting all the software installed

N
NN NS
AN NN NN
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e rdma-core

¢ libibverbs and libibverbs-utils (ibverbs and ibverbs-utils on Ubuntu)

¢ librdmacm and librdmacm-utils (rdmacm and rdmacm-utils on Ubuntu)

e perftest and gperf

¢ libfabric and fabtests (I couldn’t find these on Ubuntu)

e openmpi and mpitests-openmpi (openmpi3 and openmpi3-testsuite on SUSE, Ubuntu has the openmpi package, but it’s older at
version 2, and there is no test suite available)

e mvapich2 and mpitests-mvapich2 (mvapich2 on SuSE, but no test suite that | saw, and not present on Ubuntu)

e nfs-utils (every OS had this installed already, but we do need it so | left it in the list)

e srp_daemon (or srptools on Ubuntu)

e targetcli (Ubuntu forked this and their version is now called targetcli-fb)

e rds-tools (if available, might not be, | only found it on SuSE)

e iperf3, sockperf, atop, fio, htop, iotop, bonnie++, dbench

e epel-release (only needed on CentOS to get the extra Fedora packages)

On CentOS, this will do the trick (if you installed the InfiniBand support group already):
yum install epel-release
yum install atop bonnie++ dbench fabtests fio htop iperf3 mpitests-mvapich2 mpitests-openmpi sockperf
Fedora is missing the mpitests package and also needs some additional packages installed, doing this gets the missing packages:
dnf install openmpi libibverbs-utils libordmacm-utils perftest qperf targetcli perl-Getopt-Long
On SuSE, start yast and go into Software Management, then search for packages. You can select a package, re-search for a new
one, select it, etc. and then select Accept at the end and it will do them all. Selections are not lost by going back and searching for
new items.
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Disable the firewalld
service (on SUSE you do
this during the install, not
now).
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Verify that our Ethernet
interfaces have come up
with the desired IP
addresses and such

Then | ran a quick ping
test just to make sure we
had properly working
network connectivity to
the outside world

Then | edited /etc/hosts

To add all of our static IP

MAKIN

G THE SYSTEM EASIER TO USE

Networking Tweaks
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[root@head -node .sshl#t ifconfig
ethB: flags=4163<UFP,BROADCAST, RUNNING ,MULTICAST> mtu 1588

00~ O L1 00 S O L

inet 18.8.2.5 netmask 255.255.255.8 broadcast 18.8.2.255

localhost localhost.localdomain localhostt localhost6.localdomainb
head-node
compute-node-1
compute-node-Z
compute-node-3
head -node-roce
compute-node-1-roce
compute-node-Z-roce
compute-node-3-roce
head-node-iwarp
compute-node-1-iwarp
compute-node-Z-iwarp
compute-node-3-iwarp

AL L Flaw LLFLF anfl ool I OIS Canfal g fanfal o Lanfol o LF PR LPLALAL AR e L Fla w LAFLE onfl o llanfal

inet6 feBH::531d:ad:b172:41b3 prefixlen 64 =copeid BxZB{1ink>
ether B8:HB:27:81:Ba:29 {ixquewelen 18HA (Ethernet)

RX packets ¥ bytes 1687 (1.6 KiB)

RX errors B dropped B overruns B frame H

TX packets 15 bytes 1886 (1.8 KiB)

TX errors B dropped B overruns B carrier H collisions H
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We want our RoCE interface to come up
on each reboot, so let’s configure the rxe
mapping now so it copies across to all of
the clones.

We start the rxe subsystem, add our ethl
interface, verify that it is now enabled,
check that the RDMA stack sees it, then in
order to make this all come back on each
reboot, we have to go into /etc/rc.d,
chmod +x rc.local, edit rc.local to call
rxe_cfg start, and that should do the trick.
NOTE: On SuSE you need to add
/etc/init.d/boot.local. But in all cases, we
have to make sure that the file is
executable, and in some cases we have to
create it from scratch. NOTE2: It is
disappointing that the replacement for
rxe_cfg will not be ready in time for this
presentation. | am knowingly feeding you
stale information simply because it hasn’t
had time to trickle down from upstream
into the distros yet. In the future, rxe_cfg
will be replaced by using the rdma tool
from the iproute2 package instead.

For good measure, reboot the machine
once just to make sure that the rxe
interface comes up automatically, then
shutdown the machine for cloning.

MAKING THE SYSTEM EASIER TO USE
Set up our RoCE interface

[root@head-node ~1# rxe_cfyg start
Name Link Driver Speed NMTU
eth# yes  wirtio_net
ethl uyes virtio_net
ethZ uyes virtio_net

[root@head-node ~1# rxe_cfg add ethil

[root@head-node ~1# rxe_cfy
Mame Link Driver Speed NMIU
eth@ uyes virtio_net
ethl yes wvirtio_net
ethZ yes wirtio_net

[root@head-node ~1# ibw_devinfo

thca_id: rxed

transport:

fu_ver:

node_guid:

sys_image_guid:

vendor_id:

vendor_part_id:

hw_ver:

phys_port_cnt:

port: 1

state:
ma<_mtuw:
active_mtu:
sm_lid:
port_lid:
port_Imc:
link_layer:

[rootl@head-node ~1# cd retcrsroc.d

IPv4_addr RDEV RMTU

IPv4_addr RDEV RMIU

rxefd

InfiniBand (B)
A.a.p

BaB8 : 27T :fed1l:24db
HABA : AHEN : HBBH : BABA
axABRA

2]

Bx8

1

PORT_ACTIVE (4)
4896 (5)

1824 (3)

a

2]

Bx88

Ethernet

[root@head-node rc.dl#t chmod +x rc.local

[rootBhead-node rc.dl# vi rc.local_

1824 (3)

\
N

NN

IR

PN NN

AN SN

NN NN

NN NN

NN

NN NN

RN N SN NN

B e e

NN NN

NN NI

NANANANANANANAAGN

NN NN NN

AN NN

ANANANI NI NI

AN NN NGN

PR

#? bhin-bash
THIS FILE IS ADDED FOR COMPATIBILITY PURFDSES

It i= highly advisable to create own systemd services or udev rules
to run scripts during boot instead of using this file.

In contrast to previous versions due to parallel execution during boot
this script will NOT be run after all other services.

Please note that you must run ‘chmod +x setcrrc.d-rc.local’ to ensure
that this script will be executed during boot.

touch ~var-lock- subsys-local
rxe_cfg start
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CLONING THE HEAD NODE
(and grouping the bunch)
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Right click on the head-node
machine and select Group. This
will create a new group with your
head-node in it. You can then Name: |compute-node-1-kentos
right click on the group title and

select rename to give it a useful Path: | | /Users/dledford/VirtualBox VMs ﬁ

name.

Mew machine name and path

Then right click on the head- Clene type Snapshots
node machine again and select
Clone. You will need to put the Full Clone Current machine state

clone window in Expert mode . T
like before with the New machine o Linked Clone Everything

window. Change the name of the .

clone, select Linked Clone, and Additional options

make sure to set the MAC

address policy to generate new MAC Address Policy: Generate new MAC addresses for all network adapters E
MACs for all network adapters,

then click Clone to complete the Additional Options: Keep Disk Names

operation.
Keep Hardware UUIDs

Repeat this process to create

compute-node-2 and 3 as well,

using the head-node as the

master for the clone each time Guided Mode Go Back W Cancel

(this makes the linked base tree
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MODIFYING COMPUTE-NODE-1
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x + compute-node-1-centos - System

Open the Settings on '

:| (r( J g §
compute node 1, and 1 IE ( ﬂ E
Cc h an g e General System Dizsplay Storage Audio Network Ports Shared Folders User Interface

SyStem/MOtherboard to Maotherboard Processor Acceleration
only have 2048MB of RAM

Processor(s): ' 1 -

Change System/Processor 1CPU 4 CPUs
to only have 1 CPU. Execution Cap: 0 l100% |
1% 100%
And if you added any Extended Features: [ Enable PAE/NX

Shared Folders to the Enable Nested VT-x/AMD-V

head node, remove them

from the compute node.

We really want to get our

data on our compute

nodes from our head

node, not from shared

folders.

Repeat these steps on cancel | [RNIS
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CLONING COMPUTE-NODE-1

(linked clones)
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You should now have a

fully populated RDMA ] oo {?} s? ?
cluster group. Fire . CentOS [=] General [=| preview
Name: compute-node-3

them up one at a time
and change the

hoananueand network Cent0S Linux 7 (Core)

settings on the clones. EefXernel 3.10.8-957.e17.x86_64 on an xB6_64

Ep K — 1 .
e SEt e HOSITATE G head-node login: root

Password:
CentOS, we need to set

the new hostname

Last login: Fri Feb 22 22:14:33 on ttyl
[rootBhead-node ™ 1# hostname compute-node-1

using the hostname [root@head-node ™1# vi ~setcshostname

command (so it’s - ——
) . . ecoraing: ISsable:

effective immediately) Storage

as We” as edlt Controller: IDE

IDE Secondary Master: [Optical Drive] Empty

letc/hostname (so it Controller: SATA

SATA Port O: head-node.vdi (Normal, 8.00 GB)

sticks after reboot). ° Audio

Disabled
= Network

Admmbme A Facmidebiimlimad Mindcmels (RTAT hiadiaa el ihimdhimdneem el i1
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NOTE: Do this one machine at a time, or else you *will*
have IP address conflicts while trying to complete this.
Shut each machine down when you are done. Once all
machines have been done, and all of them shut down,
you can power them all (including the head node) back
up.

After setting the hostname, we need to modify our
static IPs on each compute node.

CentOS, Fedora, and SuSE all use the same config file
syntax. Red Hat's stuff uses /etc/sysconfig/network-
scripts and SuSE uses /etc/sysconfig/network. Also,
the files may be named ifcfg-eth* or ifcfg-enp0s*, it's
not important which they use.

Simply edit the files to change the IPADDR entry in
each file to make the interfaces match what we used in
the /etc/hosts file:

head-node: all interfaces IPADDR ends in .5
compute-1: all end in .6
compute-2: all end in .7
compute-3: all end in .8

For SUSE, editing these files is not sufficient to change
the IP address. For SuSE there are two additional
steps.

1) Find out how the OS mapped the new virtio devices
to eth names. For instance, here we see that virtio0O
ended up with the name eth4. We need to know
what each virtio interface ended up with for the next
step.

2) Edit the /etc/udev/rules.d/70-persistent-net.rules file
and map the devices back to the right names: delete
the old eth0/1/2 entries from the head node's
interfaces, then change the name of eth4 to ethO (at
least that's how mine mapped out, but that's why we
got the mapping in the previous step, you need to
change the name for the entry of the virtioO device to
ethQ, virtiol to eth1. and so on

CLONE SETUP TASKS

(linked clones)

- TYPE=Ethernet

#t PCI device Bxlaf4:8x1888 (virtio-pci)
UBSYSTEM=="net”, ACTION=="add", DRIVERS=="
=="eth=", NAME="eth1"

SUBSYSTEM=="net", ACTION=="add", DRIVERS=="
=="eth=", NAME="eth2"

SUBSYSTEM-="net", ACTION-="add", DRIVERS=="
=="gth=", NAME="eth@"

address
address
address
#t PCI device Bxlaf4:8x1888 (virtio-pci)

SUBSYSTEM=="net", ACTION=="add", DRIVERS=="
=="eth=", NAME="eth3"

address

#t PCI device Bxlaf4:8x18H8 (virtio-pci)
SUBSYSTEM=="net", ACTION=="add", DRIVERS=="
=="egth=", NAME="eth4"

address

f#t PCI device Bxlaf4:8x1BHA (virtio-pci)
SUBSYSTEM=="net", ACTION=="add", DRIVERS=="'
=="eth=", NAME="eth5"

address

L1 ML — LER EF o oW

PREF I’X=24
GATEWAY=18.H8.2.1
DN51=18.8.2.1
ITPU6_PRIVACY=no
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With them all fired back up, let’s
run a quick test to make sure that
we can ping the various
machines/interfaces.

Here we can see we have
connectivity from head-node to
compute-node-3 on all interfaces,
our /etc/hosts entries are
working, and our rxe interface
started automatically. We can do
the same on compute-node-1 and
2.

We can even try our first RDMA
related operation. Start gperf on
compute-node-3 (no options,
which is server mode), and on
compute-node-2 run a couple
tests. As you can see, we will
need to use -cm1 on pretty much
all tests with gperf under this
setup, and the performance will
not be stellar, but it is working.

At this point, we are ready for

CLONE SETUP TASKS

(linked clones)

Cent0S Linux ¥ (Core)
Kernel 3.18.8-957.e17?.x86 64 on an x86_64

compute-node-Z login: root
Password:
Login incorrect

compute-node-2 login: root
Password:
Last failed login: Fri Feb 22 22:58:47 EST 2819 on

There was 1 failed login attempt =zince the last successful login.

Last login: Fri Feb 22 22:44:14 on ttyl
[root@compute-node-Z2 "1t ping copute-node-3-roce
ping: copute-node-3-roce: Mame or service not knoum
[root@compute-node-2 “1#t ping compute-node-3-roce
PING compute-node-3-roce (192.168.56.8) 56(84) byte

ttyl

s of data.
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64 bytes from compute-node-3-roce (192.168.56.8): icmp_seg=1 tt1=64 time=8.886 ms
64 bytes from compute-node-3-roce (192.168.56.8): icmp_seq=2 tt1=64 time=B.512 ms
“C

--- compute-node-3-roce ping statistics --—-
Z packets transmitted, £ received, B+ packet loss,
rtt min‘avgsmax-mdev = B.51Z2-8.659-8.886-8.147 m=s
[rootBcompute-node-2 “1# gperf compute-node-3-roce
rc_lat:
SEPVEY
[root@compute-node-Z2 1t gperf compute-node-3-roce
rc_lat:

latency = 173 us
[root@compute-node-Z2 “1#t gperf compute-node-3-roce
rc_hbuw:

bw = 4?7.5 MBrsec
[rootPcompute-node-2 “1# _

time 1BB4ms

rc_lat

-cml ro_lat

-cml rc_buw
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